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Abstract 
In the past few years, the idea of the “Internet of Things” has been developing rapidly, 

with sensors and machines communicating with each other through the Internet. These new 
technologies can be used to support new types of Cyber-Physical systems(CPS). Even though 
CPS consider humans as a part of itself, they still treat them as external element, with 
unpredictable behavior. In order to serve human needs better, they have to take into account all 
sorts of psychological and emotional states. 

Smartphones present an excellent opportunity to do so, seen as they contain several 
sensors that allow us to collect information about user movement, location, their environment, 
and interaction with other people. This type of mobile device usually accompanies the user 
anywhere he goes throughout the day. 

We have taken this opportunity and tried to create apps that can infer human emotions 
and help people by giving them suggestions that may improve their mood. These apps are 
HappySPEAK and WeDoCare. We also tested and analyzed the system on which these were 
built upon: HappyWalk. 

All of these apps are based on the Happy System architecture. HappySPEAK aims to 
further improve this platform by detecting if the user is isolated and give suggestions that may 
help him overcome it. Migrants are the perfect candidates to use this, seeing that it is common 
for them to come alone to a new country in order to provide for their families. 

WeDoCare aims to detect violent attacks against users, and aims to help them by alerting 
other people that an attack is happening, show danger zones and alternate paths to avoid them. 

The rest of the report will focus on the Software Engineering part, implementation of these 
apps and what we can do to further improve them. 

We will also present all of the performance and emotion detection test results and analyze 
them thoroughly to expose our findings. 

Everything described in this report reflects the work done in the 2015/2016 school year.  
 

Keywords 
“Human-in-the-Loop”, “Ubiquitous Computing”, “Behavior Inference”, 

“Smartphone”, “Cyber Physical Systems”, “Behavior Change Intervention”, “Attack 
Classification”, “Emotional Sensing” 
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Chapter 1 

Introduction 

1.1-Context 
This report describes the work done for the Internship/Dissertation course of the school 

year of 2015/2016. This course is part of the Masters in Computer Engineering in the University 
of Coimbra. 

The world faces many social problems such as child labor, sub-par health access and the 
current migrant crisis. Over the years, technology has been developed to mitigate these problems, 
providing education for children in underdeveloped countries[26], health management in 
underprivileged areas[27] and outreach programs to help refugees start new lives[28]. We believe 
that technology is the path forward to solve many more of these problems, and as such, we 
explored and developed a set of solutions to help migrants and refugees improve their lives: 
WeDoCare, and HappySpeak.  

These projects are built upon the Happy System, an architecture that aims to use sensors 
to infer human emotions, and use the knowledge it gains to improve the user’s life. Smartphones 
are the perfect tool for this, as they are becoming more widespread each year and possess an 
array of sensors that can be used to monitor the user and his environment. 

The projects at hand were developed in partnership with a group of investigators of the 
Communications and Telematics Lab of the University of Coimbra (LCT UC). Even though the 
apps all had different goals and were directed at different classes of end-users, they were all part 
of the Human-in-the-Loop (HiTL) paradigm.  

We mainly focused on two groups of people: migrants and refugees. In order to understand 
the needs of migrants, we exchanged knowledge and formed a partnership with AFA and its 
program SPEAK. 

SPEAK is a cultural program designed to bring people together by promoting language 
learning. Its premise is simple: the main barrier that stops foreign people from bonding is 
language. SPEAK tries to bring down this barrier by allowing anyone from anywhere to sign up 
and learn or teach other languages. It goes even further by organizing social events with the 
purpose of creating a bond between participants. [1]  

Migrants mostly move to a new country to find better standards of living (due to financial 
or social needs), but sometimes can’t speak the language and they travel alone. Not knowing the 
language makes it hard for them to socialize and meet new people. This is where HappySPEAK 
tries to help. 

HappySPEAK is an Android system that replicates SPEAK’s platform, allowing users to 
register, and view future SPEAK events in their area. Also, it collects information about the user, 
such as messaging and call logs, in an attempt to detect if the user feels lonely. This information 
is then used to suggest the user places he can visit or events he can attend. 

As we have stated before, one the main social issues is the huge influx of refugees due to 
the war in Syria. Millions of refugees are trying to get to Europe in order to escape war in their 
country. To help with these efforts many refugee camps have been created, but, due to a lack of 
resources and manpower, security in these places is becoming scarce. To help with this problem, 
we also created WeDoCare. 

WeDoCare is an Android system aimed at detecting violent attacks. The app collects data 
from motion and sound sensors from the smartphone from time to time, and if an attack is 
detected, it sends a distress signal to nearby people and policemen. 

We will also test and analyze the system on which the former two were built upon: 
HappyWalk. 
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With these systems we expect to improve people’s lives and show the potential of the 
Happy System to solve social issues. 

1.2-Objectives 
For the first semester, the main goals were to make the people involved in the project 

comfortable with the various technologies used and paradigms that are being researched. 
David and other previous graduate students had already worked on Android apps 

(discussed in Chapter 3) that made use of the sensors available in today’s smartphones to achieve 
people-centric sensing. Thus, it was planned that, during the first semester, we would build upon 
this previous work. 

The main objective of these apps is to collect relevant data that can help users with their 
daily lives, by giving them helpful tips at useful times. 

 In the first semester the author also had the responsibility of building two apps, 
HappySPEAK and WeDoCare. These apps were built upon the Happy System, a Behavior 
Change Intervention system, which we will talk about in Chapter 3 of this report. 

For the second semester we aimed to test the HappySPEAK and HappyWalk systems in 
terms of battery life and Artificial Neural Network (ANN) accuracy. By doing these tests we 
wanted to see if the developed apps were energy efficient, an important aspect of mobile 
development, and if the implemented classifier was effective in correctly categorizing the 
different emotions in our spectrum. 

These tests would show if the developed apps were power efficient and if their ANN is 
accurate. 

1.3- Report Structure 
In this report we will start by presenting our objectives, the followed work 

plan/methodology and the technologies we used to achieve our goals. 
In the second chapter we present important concepts and paradigms, and showcase some 

apps similar to the ones we are developing, showing what they do, how they work and how they 
compare to the ones we developed.  

Chapter three contains the Software Engineering section of this report, where we will 
describe how the developed apps are structured, their architecture, features, functional and non-
functional requirements. 

Chapter four will expose how we implemented the features on the HappySPEAK and 
WeDoCare apps, by showing the resulting user interfaces, how the servers and web services were 
structured/built and how we connected all these components together. 

In the fifth chapter of this report we will present our test results for battery life and ANN 
accuracy for the HappyWalk and HappySPEAK apps. We will also discuss the results and present 
our conclusions. 

The sixth chapter revises the work done in this past year and explores what could be done 
in the future to improve the apps that were developed. 

Finally, in the conclusions, we will discuss if the goals of the internship were accomplished 
and how we can improve the work we’ve done over this year based on the results we got from 
the tests. 

1.4- Work planning and methodology 

1.4.1-Work Planning 

In terms of work planning, we had two weekly meetings throughout the year. One of these 
meetings was with the two supervisors, Professor Jorge Sá Silva and Master David Nunes and 
the other was with the whole research group, which included Ashley, a Biomedical Engineering 
student that worked closely with us. 
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In the individual meetings we discussed all of the work done in the previous week, talked 
about possible improvements we could do to refine the current project and were given new tasks 
for the next week. 

In the group meetings all of the people in the investigation group would get together and 
make presentations to expose the current state of their projects, brainstorm ideas to improve 
what is already done, explore new possibilities and discuss if they were feasible in the available 
timetable. 

1.4.2- Work Methodology 

The work methodology used was based on Kanban, where the work flow was organized 
by states. Kanban helps developers visualize how their work is progressing by having several 
categories: “To Do”, “Doing” and “Done”.  

Tasks are in the “To Do” phase when nothing is developed and are moved to the “Doing” 
phase when a team member starts implementing it. When the task is done it is moved to the 
“Done” section. This type of work methodology allows us to create more work phases such as 
“Testing”, when a feature is being tested, or “Future features” when a feature is considered for 
future implementation. Each feature was developed to be as modular as possible, to allow easy 
integration in a later time. Tools like Trello, an online chore distribution service and Slack, a chat 
service aimed at development teams were also used to organize work distribution and discussions 
about the projects being worked on at the time. 

Trello allowed the team to divide tasks by the following states, which have been inspired 
by SCRUM’s “sprint task boards”: 

 TODO- The task still has not been developed. 

 Doing- The task is currently being developed. 

 Testing- The task is being tested. 

 Done- The task has been tested and is finished. Changes may still occur, sending 
the task back to the “testing” state. 

 Future Work- Features that could possibly be implemented at a future time. 
It also allowed us attribute a task to a specific member of the team. The team was 

constituted by the following: 

 Jorge Sá Silva 

 David Nunes 

 Ashley Figueira 

 Ricardo Barbosa 
Jorge Sá Silva and David Nunes were our supervisors, providing guidance throughout the 

implementation and testing of the projects. Ashley researched algorithms that were capable of 
detecting human emotions and did most of the work on developing the servers, because he had 
previous experience with the technologies used. Ricardo planned, evaluated, developed and 
tested the app’s features. 

We also used Git as a control version software to merge the various parts written by each 
team member and to be able to recover a previously working version, just in case something 
went wrong. 

1.5- Technologies used 
The projects developed throughout the first semester used several technologies. One of 

them was the use of smartphones with the Android operating system. 

Android 

Android is a mobile operating system (OS) currently being developed by Google. This OS 
is based on the Linux kernel and is designed to be used with touchscreen smartphones and 
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tablets. Even though the base system is Linux, the OS runs on Java Virtual Machine designed 
specifically for this kind of devices. 

Smartphones are perfect for the project we worked on because they are manufactured with 
a variety of sensors which can be used to extract important information about the user. This 
information can then be used to infer how the user is feeling and provide helpful tips to improve 
his/her day-to-day activities. 

The primary programming language used to develop apps for this system is Java although 
we can use C++ to do some low-level programming. 

Even though Android is fully compatible with Java there are many quirks associated with 
developing for this platform. Some of them are activity and fragment management, native tools 
only available in Android such as parsers, file access and memory management. 

One of the reasons Android was chosen as the development platform was the previous 
work developed by David and other students, which provided us with some resources we could 
use to accelerate the project development. Part of that work was the HappyWalk app, which 
served as a basis for the apps we would build (we will talk about it further down in the report). 

Even though the Android system has many helpful resources and a very large community 
that can help developers with their problems, it has some limitations that could harm the planned 
projects. Fortunately, there are many libraries with extended documentation and support that are 
compatible with it. The libraries we used were UBHave, Google Play Services and Encog. In the 
future we also hope to work with iOS, which will allow us to expand the number of devices the 
apps can run on. 

Google Play Services 

Google Play Services allows users to access an array of services, provided by Google, such 
as viewing world maps, locations of places in the real world, face recognition, among others. 

We chose to use this library because it is continuously supported with new versions and 
functionalities, it has been extensively tested by Google and has a lot of documentation and 
useful tutorials. 

UBHave 

UBHave is a project developed for ubiquitous and social computing for positive behavior. 
It was developed at Southampton university with its main goal being to investigate the power 
and challenges of using mobile phones and social networking for Digital Behavior Change 
Interventions (DBCIs). [2] 

The reason we used this library is that it was designed especially for DBCI systems on 
smartphones, allowing the developer to query information from sensors and manipulate it with 
less effort. 

Encog 

Encog is an advanced machine learning framework that supports many algorithms as well 
as mechanisms to normalize and process data. [3] 

Encog has a Java implementation, which makes it compatible with Android development 
and was used in the HappyWalk app to infer how the user is feeling, making it a very good choice 
to use in this project. 

Server 

Another important part of the project is being able to transmit and save data in a server so 
that we could do some statistical analysis in the future. To do this we used a server previously 
created for HappyWalk. This server provided us with a basis that already had communication 
and database management. For database management it uses Hibernate and PostgreSQL. 
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Hibernate 

Hibernate is a high-performance Object/Relational persistence and query framework 
licensed under a LGPL (Lesser General Public License). Its primary function is mapping Java 
classes to database tables while also providing data query and retrieval facilities. [4] 

We used it to map the objects sent by the mobile device to the server from a Java class to 
a SQL record. 

PostgreSQL 

PostgreSQL is an open source object-relational database system. Some of its features 
include MVCC, point in time recovery, tablespaces, replication and transactions. 

In the context of our work it was used to create the database and to query the various 
tables, allowing us to test if the data transfer between server and mobile device was successful 
and correct. 

Trello 

Trello is an online tool that has a visual way to manage and organize projects. A team can 
divide a project in tasks, and attribute tasks to the different team members. We used this website 
to have a visual representation of the project’s progress, by dividing the tasks into several 
categories (as explained in the work and methodology section of this report). 
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Chapter 2 

State of  the Art 
In this section of the report we will discuss concepts and paradigms that are used in the 

context of the developed systems, and some apps that are similar to the ones developed 
throughout the first semester. For each of those we will discuss their purpose, how they were 
created and how they compare to the ones we created. 

2.1-Concepts and Paradigms 
In this section we will discuss some of the paradigms associated with the projects we 

developed throughout this year. 

Human-in-The-Loop 

HiTL considers humans as vital part of the control loop. It can be divided in three main 
components: the human being, its environment and the system. 

 
Figure 1-Human-in-the-loop Control Loop[7] 

In the figure above we can see how the HiTL control loop works. Everything is centered 
on the human being: 

 Data acquisition- Sensors collect information about the user and his environment. 

 State inference- Infers how the user is feeling. 

 Future State Inference- Uses previous information to improve its accuracy in 
future inferences. 

 Actuation- The system tries to expose useful data to the user, in the form of 
information or suggestions. 

There are many real-world applications that use this paradigm. Some of those are: 

 Electronic Health systems that monitor patients to reduce human error. This 
system monitors, for instance, heartbeats and oxygen to calculate the appropriate 
amount of medicine that should be injected. [13] 

 A wheel chair with assisted driving that avoid obstacles such as stairs or drops. [12] 
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 A memory jog system for supportive information in meetings and collaborative 
workspaces.[11] 

 A system that suggests a better path to get to a destination, in order to avoid high 
traffic areas.[18] 

 An electrical grid management system that uses information from its users to create 
and improve inter/intra-enterprise processes.[23] 

Behavior Change Intervention 

Behavior Change Intervention (BCI) systems aim to alter human behavior in a positive 
way. These interventions are mainly focused on giving advices and expose information that will 
help the user correct negative behavior (such as a sedentary lifestyle, smoking, over eating, 
etc.).[16] 

This type of system requires a lot of information about the user and the places he goes to. 
Smartphones are extremely useful for this because they accompany the user for most of the day 
and have sensors that can be used to infer how he feels and the state of environment around 
him. 

These interventions traditionally occurred in therapeutic sessions between two or more 
people, but are also starting to occur through the Internet and in smartphones. 

Cyber-Physical Systems 

Today’s technology has evolved to a point where machines and sensors communicate with 
each other seamlessly, giving way to the so called “Internet of Things”. This allows new types of 
Cyber-Physical Systems (CPSs) to be developed. While CPSs today are built around human 
interaction, many of them just consider humans as external, unpredictable element to the control 
loop. 

Other than e-Health, there is not much scientific work done about the human context in 
the control loop of CPSs [11]. Smartphones present an excellent opportunity to do so. They 
possess the processing power and the array of sensors required to develop CPSs to the next level. 
In short, when we start using this type of mobile devices to evaluate and monitor human nature, 
humans become a part of CPSs. This brings us to Human-in-The-Loop Cyber-Physical Systems 
(HiTLCPS). 

By inferring emotional and psychological state of the user, as well as actions and behavior 
we can increase the accuracy of the control-loop. For instance, let’s take into account cruise 
control systems. If the user is tired, it could suggest to him that maybe he should consider turning 
cruise control on [11]. Since human beings are considered to be extremely unpredictable this 
presents an enormous challenge. 

Recommender Systems 

 Recommender Systems (also known as Recommendation Systems) have become 
widespread in recent years. Many well-known companies are using them to improve their services 
and expose new products to their customers. These include Amazon, that uses content-based 
recommendation to suggest items the user may want to buy, based on previous purchases; Netflix 
combines 107 recommendation algorithms to form a single prediction and suggest new video 
content to their users. Many other companies like Facebook, Twitter, Google and LinkedIn use 
recommendation engines to expose interesting information to their users[14]. 

 These systems usually use one of two approaches: Collaborative Filtering or Content-
based filtering. Hybrid approaches also exist. 

 Collaborative Filtering is based on user behavior, and can construct its model from it or 
from the collective behavior of users with similar traits. In essence, it aggregates users based on 
their preferences and recommends content based on it. 
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 Content-based filtering constructs its recommendation on the basis of a user’s behavior. 
For example, if a user reads a lot of articles about Linux, and comments on them, the system can 
then recommend other similar articles. 

 Recommendation Systems use a variety of algorithms, from clustering algorithms (K-
means, Fuzzy logic, Expectation-Maximization) to Bayesian Nets and Markov chains.[14] 

 In the work we have developed throughout the year, we recommend places the user can 
visit to improve its mood, but the approach is based on the location of the person instead of his 
interests and preferences. We can further improve the systems we built by using information 
users post on social networks, which will have to be done at a future time. 

Emotional Maps 

 Emotional Mapping is a methodology that helps to visualize and analyze human reactions 
to the environment. Typically, it uses Bio-Sensors to extract information about the subject’s 
body. Today, biosensors have a variety of applications from glucose monitoring, sensing airborne 
bacteria and pathogen detection, among many others. [15] 

Emotional maps are also being used with GPS trackers in order to build maps that 
represent the emotional state of a region/country. Using this information, it is possible to build 
maps that visually represent the needs of people in an area, allowing for better resource allocation 
analysis which leads to cost-effective solutions. 

Artificial Neural Networks 

An Artificial Neural Network(ANN) is a machine learning model, inspired by biological 
neural networks. In the field of machine learning, it is used to predict an output based on a set 
of inputs, using a mathematical function. 

This model uses three components: an input layer, one or more hidden layers and an output 
layer. The input layer is used as a data transmitter to the hidden layers. This data is composed by 
one or more parameters, known as “features”. Each feature is attributed to an input neuron 
which in turn transmits it to each neuron of the first hidden layer. 

Each hidden layer contains multiple neurons, all connected to the neurons of the next 
hidden layer. These neurons store parameters called “weights”, which are adjusted using training 
data. The last hidden layer transmits an output to the output layer, which in turn, outputs a result. 

Training data can be described as a set of features that represent a specific output, and is 
used to “train” the network in order to help it to correctly classify an output with higher accuracy. 

One of the models that has been surging in these past years is Deep Learning, which has 
revolutionized many domains of signal and information processing (such as computer vision, 
speech and object recognition).[17] This type of machine learning model has already been used 
in smartphones for speech recognition models (such as Google Talk), but most of the computing 
is done in the cloud. Usually, deep learning is not used in smartphones locally due to latency and 
energy constraints.[17].  

Research done in the field of Emotion Sensing using DNN’s mostly focus on emotion 
inference using Speech Recognition[24][17][25]. 

The main difference between DNN and ANN are the number of hidden layers. DNN 
possess many more layers and can be trained in a supervised or unsupervised manner while an 
ANN can only be trained with supervised training.[21]. 

In the projects we developed, the ANN was the model used to classify user emotions using 
features collected in the user’s smartphone. Network training was achieved by using a set of 
features and asking the user how he felt at that time. 
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2.2-Similar Apps 

In this section of the report we will present some apps that are similar to the ones we built 
throughout this year, and explain what they are, how they work and how they compare to the 
ones we developed. 

StudentLife 

What is StudentLife? 

StudentLife was the first study that used passive and automatic sensing data from student 
phones to assess their mental health, academic performance and behavioral trends, among 
others. This study was done by researchers at Dartmouth University with the goal of discovering 
the factors which affect academic performance the most. To do this, the team of researchers 
developed an Android app that collected sensor data and distributed it by 48 students over a 10-
week term. [5] 

How does StudentLife work? 

By using machine learning algorithms to interpret sensor data and making inferences about 
user behavior (without any user interaction), they measured the following factors daily: 

 Number and duration of conversations. 

 Number of people around the student. 

 Bed time, wake up time and sleep duration. 

 Physical activity 

 Where they were and for how long (in campus). 

 Outdoor and Indoor mobility (in campus). 

 Stress level. 

 Positive affect. 

 Eating habits (where and when they ate). 

 App usage 

 Comments about campus and national events. 
With this data, they used mental health surveys and student GPA as ground truth to 

evaluate mental health and academic performance, respectively. They were also able to predict 
student’s GPA by using the same data. 
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Figure 2-Component Interaction in Student Life[5] 

We can see in the image above how all the sensor and self-reports interact with the 
behavioral classifiers. All of the data collected is sent to the StudentLife cloud and saved to do 
statistical analysis. 

Even though this app was a big success because it allowed the researchers to see the activity 
trends of the students, it still lacks the mechanisms to impact the student in a positive way. A 
second version is being worked on that aims to give students guidance throughout the year, using 
the data it collects. 

EmotionSense 

What is EmotionSense? 

The EmotionSense app was developed by a research team at Cambridge, for the Android 
OS, with goal of monitoring the users’ emotional state. It achieves this by using the sensors 
present in today’s smartphones, which accompany the user throughout the day. 

How does EmotionSense work? 

This app collects data from GPS, microphone, accelerometer and patterns from calls and 
messages. It also asks questions via questionnaires and an emotion grid. This allows correlating 
the data collected by the smartphone with the users’ mood changes. 

HappyWalk’s emotion grid was heavily influenced by this app. Unfortunately, this app 
simply monitors human mood and only offers the opportunity to check a history of the collected 
data and the inferred result. It does not provide any sort of proactive attitude towards the user, 
which is what HappySPEAK and WeDoCare try to do. 

Mapiness 

What is Mapiness? 

Mapiness is an iPhone app that is a part of a research project at the London School of 
Economics. It aims to tell the user useful information about his own happiness by studying how 
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his happiness is affected by his environment, which includes factors such as air pollution, noise, 
green spaces among others.[22] 

How does Mapiness Work? 

The user can configure the app to only ask how he is feeling a specific number of times 
per day and at what time. The feedback requests ask how happy/relaxed/awake the user is in a 
scale of 1 to 10. It also asks where the user is, who he is with and what he is doing. 

 The feedback given by the user is then aggregated and compiled into a series of charts 
that shows the progression of the user’s mood over time and a contextualized view of with who 
and where he feels the happiest.[22] 

 This app only acts as an informational tool and does not provide any actual suggestions 
for the user to improve his mood.  

What is Motorola Alert 

Motorola Alert is an emergency alert app that allows the user to designate contacts that 
will receive an alert when he is in danger. It is not meant to be used as a tracker app, as it just 
notifies other people that the user is in danger, or may be in a risky situation. Currently it has 
three modes: 

 Meet Me: Sends a message to the designated contacts to meet the user in its current 
location. 

 Emergency: Broadcasts a warning to all designated contacts informing them that 
the user is currently in danger. It allows the user to call the Emergency Services by 
pressing a button. 

 Follow Me: Sends the periodical location information to a designated contact. This 
interval is also defined by the user. 

It also allows the user to define places he visits regularly and notify other people when he 
is there.[20] 

How does Motorola Alert Work? 

This app uses GPS and Wi-Fi to track the user’s location and standard messaging 
mechanisms to notify other people. 

The location obtained by the smartphone is then converted to an address using a strategy 
called geocoding. Geocoding takes a location (usually latitude and longitude) and uses an online 
service to figure out the address it belongs to. 

When activated, the emergency button starts a 5 second countdown that allows the user 
to cancel the alarm. If this countdown gets all the way down to zero, the alert is broadcasted to 
all designated contacts.[20] 

Something to note about this app is that it is completely manual, meaning that the user 
must explicitly send an emergency signal. This may not the optimal solution in a danger situation; 
e.g: if the user is caught off guard, or if his cell phone is stolen. The fact that only designated 
contacts are notified may also be a problem. If notification receiver is far away, it may be 
unfeasible for him to help the user. Also, relying on just messaging to notify other people may 
pose problem in places with no network or when the user has no money to send the message.  

The WeDoCare app relies on several mechanisms that fix these problems, like using 
Bluetooth and Wi-Fi Broadcasting to notify all nearby people with the app. It also automatically 
classifies attacks, sends messages and calls the emergency services. 
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Nike Running 

What is Nike Running? 

Nike Running is an app that logs the user’s progress when he goes out to run. The app 
allows users to add friends and compare running results such as number of times the user went 
out running, who has the greatest traveled distance, etc. This incentivizes to user to run more 
frequently, thus maintaining a healthier lifestyle. The app also registers the speed, distance and 
travel time of each run. 

How does Nike Running Work? 

This app uses GPS and accelerometer to record distance and speed. The values gathered 
are then converted to a path that represents the places the user went through. This path changes 
color in the places the user ran faster or slower (green for lower speeds and red for faster speeds). 

WeDoCare has a similar feature using heat maps; green zones are considered to be safer 
and red zones are considered to be dangerous. Nike Running also presents static information as 
opposed to WeDoCare, who generates content automatically via crowdsourcing. 

Yelp 

What is Yelp? 

Yelp is a service directory that shows reviews for places like restaurants, gyms, parks, etc. 
These reviews are submitted by the platform users and displayed on the place’s page. Users can 
classify places and leave short reviews that describe their experience while visiting the 
establishment. There is also a “competition” component to this platform; users receive badges if 
they complete certain objectives, like reviewing a certain amount of places.[19] 

The owners of these places can see the reviews posted by the users and interact with them 
to improve their service. 

How does Yelp work? 

Yelp takes the information given by users and aggregates it in the page of a specific place. 
This platform uses the concepts explained in the “Recommender Systems” section, by using the 
places that the users have previously visited, recommending new ones that he may enjoy. The 
crowdsourcing approach is comparable to the one used by the WeDoCare app, but instead of 
using user created content to review places, it uses it to display dangerous places and notify the 
user if he approaches one. 
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Chapter 3 

The Happy System 

3.1-The Happy System 
In this section we will expose who is working on the Happy System, how the architecture 

of the system is organized and how the HappyWalk and HappyHour apps work. HappyWalk and 
HappyHour are both based on the Happy System. HappyWalk served as case studies/basis for 
the apps we built. 

3.1.1- The Happy System Architecture 

For a system of this nature to work properly we primarily need a sensor array that allows 
us to measure human behavior and his environment, and optionally, a server to save and process 
information. Fortunately for us, today’s smartphones come equipped with many sensors, such 
as: 

 Accelerometers- Provides information about user movement. 

 Microphone- Can measure the amount of activity around the user. 

 GPS- Allows us to see where the user is, at what time and consequently at what 
speed he is moving. 

 Temperature-Measure ambient temperature. 

 Ambient Light – Measures the amount of light around the smartphone. 
In the figure below we can see a generic interpretation of how a Happy System is 

structured: 

 
Figure 3-Happy System high-level architecture 

In the smartphone system, we have four different components: 

 Sensor Management and Data Collection- This module manages when the sensors 
must be activated to collect data. It also processes the data and saves it into the 
appropriate data structures. 

 Communication Module- Establishes connection with the server and handles all 
incoming/outgoing requests. 

 Neural Network and Emotion Inference- A neural network is a model inspired by 
biological neural networks. It is trained by giving it a training set which contains a 
group of inputs and the desired output. These training sets adjust the network 
allowing it to classify inputs with the correct output more often. In the Happy 
System the neural network is “fed” with sensor data and infers how the user is 
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feeling. If a specific output is detected, the app will give suggestions on how to 
improve the users’ life. 

 GUI and User Input management- Present the several user interfaces and handles 
all of the user input. 

 Suggestion Module – Generates a suggestion for the user to improve his behavior. 
In the server we have two different components: 

 Database- Saves incoming data from the user and saves it for future analysis. 

 Request Management- Handles all incoming/outgoing requests from the user. 

3.1.2- HappyHour 

HappyHour was developed to help users find the right place for night entertainment. It 
worked on the premise that the app could collect smartphone sensor information from many 
different users and use it to show how a specific area was felling. 

HappyHour also integrates information via social networks, to find out what each user 
likes the most in terms of: 

 Music 

 Band 

 Drinks 
By collecting this type of information, it was expected for the app to give better suggestions 

to the user. 
This system allowed businesses to implement marketing techniques by using innovative 

technologies, like notification scheduling to share promotions or events to potential clients in 
the vicinity. [6] 

This system was composed by three main components: 

 The HappyHour app- Client side application in which the user could access a map 
to obtain points of interest and information about them. 

 Web Backend- Allowed employees to insert information about the place and add 
notifications about promotions or events. 

 Central Server –Used for user management, information aggregation and parsing 
and event/promotion notification. 

The app was installed on Android mobile devices, and it informed the users about the 
location and type of night time entertainment. 

It collected GPS, accelerometer and noise data and aggregated it on a central server in the 
form of heat maps, presented to the user on top of a map 

 

 
Figure 5-HappyHour Heat Maps[6] Figure 4-HappyHour Employee backend[6] 
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What really made HappyHour stand out from other mobile social apps was the real time 
information sharing and the lack of active and manual user participation. 

3.1.3-Happywalk 

HappyWalk is a Behavior Change Intervention system that estimates the 
users’ current mood and tries to improve their physical and mental well-being. It 
does this by monitoring user activity, using smartphone sensors, and inferring the 
users’ mood. If the system detects that the user is in a bad mood, it will suggest 
that he takes a walk by displaying several points of interest in a map. 

This app, like the ones we developed, employs a full closed HiTL 
control- loop as shown in figure 7.  

 

 
Figure 7-HappyWalk HiTL control[7] 

How does HappyWalk work? 

HappyWalk uses data from the smartphone’s microphone, accelerometer and GPS sensors 
as inputs in a neural network. The output will be one of four emotions: Euphoria, Boredom, 
Calmness and Anxiety. This system considers euphoria and calmness as positive emotions so it 
only gives the user suggestions if it detects Boredom and Anxiety. We can see the network’s 
several layers in the next figure: 

 
 

Figure 6-HappyWalk Logo[7] 

Figure 8-HappyWalk Neural Network Diagram[7] 
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In order to train the neural network, the system occasionally queries the user on how he is 
feeling. The app tells the user that it has detected an emotion and promptly asks the user how he 
is feeling by showing him a notification. If the user clicks it another menu is shown: 

 
Figure 9-HappyWalk Feedback Request[7] 

In the previous figure we can see a Feedback Request from the app. The user can drag the 
green circle to a place he feels represents his current mood. This input is saved and added to the 
neural network’s training set. The yellow circle represents the mood that the system thinks the 
user is at that moment. 

By asking the user for feedback, the network will require less and less training, and as 
accuracy grows, the number of times feedback is requested also drops. 

HappyWalk Architecture 

The HappyWalk app is based on the Happy System architecture. It uses the foursquare 
API to get data for its suggestion module. Foursquare is a company that uses location intelligence 
to improve business solutions and consumer experiences. The API provided by them allows 
developers to access data about places and businesses and interact with its users and merchants. 
In the context of HappyWalk it was used to show the user possible locations he may like to walk 
to. 

 
Figure 10-HappyWalk component interaction[7] 

To improve performance, this system uses a clustering algorithm that groups Points of 
Interest, instead of showing them all on the map. 

The app’s behavior is represented in figure 11: 
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Figure 11-HappyWalk behavior[7] 

The sensor module collects data from the accelerometer and microphone to infer the user’s 
emotional state and sends that information to the neural network. The sound waves amplitude 
is averaged and the values from the accelerometer undergo a Fast Fourier Transformation. These 
resulting values are used as inputs to the neural network and classified:  

 
Figure 12-HappyWalk emotion classification[7] 

The HappyWalk Database can be represented by the following Entity-Relationship 
Diagram: 

 
Figure 13-HappyWalk Database Diagram 

As mentioned before, HappyWalk was used as groundwork for the projects developed 
throughout the first semester, because it already provided a structure on which we could build 
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upon. The fact that it already possesses the mechanisms to collect and process data from the 
sensor implies that we can make significant changes to the system with little difficulty. 

In the second semester, we created a set of tests to analyze this app’s performance and 
ANN accuracy. We decided to test this app due to the fact that it was used as the groundwork 
for HappySPEAK and WeDoCare. The results can be found in Chapter 5 of this report. 

3.2-Software Requirements Specification 
In this section we will discuss all of the requirements we took into account for the 

development of the HappySPEAK and the WeDoCare apps. 

3.2.1-HappySPEAK  

Product Scope 

In the past decades the world has been witnessing a huge increase in the number of 
migrants, searching for better standards of life. The reasons that make people migrate are varied, 
and can be classified as: 

 Economical 

 Social 

 Political 

 Environmental 
Moving to a different country isn’t easy. Cultural differences and linguistic barriers make 

it harder for migrants to connect with citizens of the hosting country. This can lead to migrants 
feeling lonely, especially if they came to a new country alone. 

This is where SPEAK tries to help. First it tries to connect them with people in the same 
situation, by organizing dinner parties and events that brings them together and makes them 
learn more about one another. 

Context 

SPEAK[1] is a cultural program designed to bring people together by promoting 
multiculturalism and the democratization of language learning. It provides courses and 
encourages people from different cultures to share their interests and break any prejudices they 
may have about foreigners.  

By partnering with SPEAK, we can have access to a control group that can test our system, 
receive feedback about usability, missing features and study the accuracy of isolation detection. 

As we discussed before, HappySPEAK aims to measure human isolation and help people 
who feel this way by showing them SPEAK events that are coming soon while at the same time 
allow people to have access to the SPEAK platform directly in their smartphones. 

To measure this type of human emotion it collects smartphone data (call/message logs and 
SPEAK class attendance). By collecting these types of data we will be able to infer human 
isolation and help people by giving them helpful tips.  

Stakeholders 

Stakeholders are the people that interact with the app in a direct and indirect way. For this 
app we defined the following stakeholders:  

Stakeholders Who are they What do they do 

HappySPEAK 
development 
team 

Jorge Sá Silva 
David Nunes 
Ricardo Barbosa 
Ashley Figueira 

Jorge and David are the team supervisors.  

Ashley researches algorithms and papers about inferring 

human emotions and helps implementing the software. 
Ricardo plans, evaluates and implements the software. 

SPEAK Hugo Menino 
Aguiar 

SPEAK CEO and Co-Founder 
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SPEAK Users Migrants Migrants who want to connect with new people and 
learn/teach about new/their culture and language. 

Table 1-HappySPEAK Stakeholders 

Product Features 

SPEAK users are the main actors of this project. They are the ones that are going to use 
the app the most to find out about SPEAK events. For these users we defined the following 
features: 

1. Login- Users must be registered in the SPEAK database to be able to see current 
and past events. 

2. Register- If the user is not currently registered in SPEAK, they must be able to do 
so from their smartphone. 

3. See SPEAK Social platforms- Takes the user to Facebook, Youtube and Twitter 
pages created for SPEAK. 

4. See SPEAK Events – The user can check a list of SPEAK events that have and 
will occur. 

5. See Event detail- This feature allows the user to learn more about the event, such 
as where it is located, how to get there, time and date, who is going and who 
organized it. It also allows users to subscribe/unsubscribe to this event. 

6. Subscribe to SPEAK Events- Allows the user to say that he is going to that 
particular event. 

7. Unsubscribe to SPEAK Events- If the user no longer wishes to attend the events 
he can unsubscribe from them. 

8. Collect Data- The system will collect data to check if the user feels isolated. 
9. User Feedback –From time to time the system will ask the user how he is feeling. 
10. Give a Suggestion- When isolation is detected, the app will show the user SPEAK 

events that will occur soon, as well as places he can go to. 

User Profiling 

SPEAK users consist mostly of foreigners who wish to meet new people and linguistic 
enthusiasts who want to learn how to speak a new language. This implies that the app must be 
“readable” by people from many different backgrounds, and more importantly, from many 
different languages. 

Contrary to popular belief, migrants who come from poorer countries are used to work 
with this type of mobile devices and have been for quite some time. 

Operation Environment 

The app is being developed for the Android OS, from version 2.2 to version 5.1.1(there 
are still some compatibility issues with the new 6.0 permissions structure). This implies that it 
must be able to run on a large number of devices, with different software and hardware 
configurations. In 2015 there were more than 24000 different devices on the market [8]. This, in 
conjunction with the fact that there are still 15 Android versions (v2.2. to 6.0) still supported by 
Google, presents a huge challenge in device fragmentation. 

These restrictions were taken into account during the development of the app. 

Design and Implementation Restrictions 

Our limitations when developing this app were mostly due to Android system limitations. 
These include the programming language (Java), and adapting the software to run on a large 
number of devices, all with different hardware and software specifications 

Another restriction was the matter of privacy. We must implement privacy mechanisms 
that prevent the linkage between the user’s identity and the data being collected. 
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There is also the matter of how the graphical interface must be built. Hugo has instructed 
us to make it as close to the website as possible. 

 
Figure 14-SPEAK Website 

Dependencies 

The features currently assigned to this project can change at any moment. During the 
weekly group meetings, it can be decided to add, remove or refine features to this app. We also 
have two test phases planed.  In the first test phase, our research group will test the app give 
feedback about was can be improved in terms of usability. The second test phase will consist of 
battery life/ ANN accuracy tests. Battery tests will be done using a test phone, and the accuracy 
tests will be performed on real-world users. 

Another dependency is the use of the Google Play Services library. At this time this library 
is in version 8.6 and the minimum version number required for the app to work correctly is 6.5. 
Users can choose to not upgrade their Google Play Services so mechanisms must be developed 
to allow the app to function normally if their current version is not in this spectrum. 

User Interfaces 

The design process started by exploring the existing site, specifically the Events and 
Subscription modules. We began by taking into account Hugo’s directives (the mobile app UI 
must be on par with the website’s design) and the modules we were to develop. With these 
restrictions into account we developed the following User-Environment Design Model: 
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Figure 15-HappySPEAK User-Environment Design Model 

Fortunately for us, the website already had mechanisms that transformed the web- page’s 
graphical interface to a mobile-friendly interface. This allowed us to model most the screens we 
needed without building all the mockups ourselves. Therefore, using the Android Studio 
Development Environment and the screenshot tool, we were able to get the models for the 
following pages: 
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Figure 16-Login Screen Mockup 

This is the mockup for the login screen. The 
most important elements of this are the Login and Join 
buttons that allow the user to access his account or 
create a new one. Each of these buttons opens a pop-
up that allows the user to insert the data required to 
perform these operations. These pop-up boxes can be 
examined in the figures below. 
 

 
Figure 17-Login Dialog Mockup 

This is the Login pop-up. It has two text fields, 
one for the username and another for the password. It 
also has two buttons, one for submitting the data and 
another to login using Facebook credentials. For the 
time being, we only need to use the normal login 
button and the two text fields. 
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Figure 18-Registration Dialog Mockup 

This is the Register pop-up. It has all the 
necessary fields for user registration like Username, 
Email/Email confirmation, Password/ Password 
confirmation and a submit button. 

 
Figure 19- Event List Mockup 

This is the Event List Screen. It presents 
information about future and past events such as: the 
name of the event, where and when it will happen and 
a subscribe button. The subscribe button will allow the 
user to register for that event. 

This screen also shows who is going, if such 
people exist and a short description (limited to 50 
characters). 
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Figure 20-Information Screen Mockup 

This mockup represents the information screen. 
This screen must show the user information about the 
goals of the app and the entities involved in its 
development. It must also inform the user what is the 
data that will be collected, how it will be used, and 
reinforce the anonymity policies.  

 
Figure 21- Home Configuration Screen 

This mockup represents the home configuration 
screen. It presents a Google map that allows the user 
to indicate where his home is. When the user clicks the 
map, a marker will appear representing the location of 
his home. This marker must be draggable to correct 
mistakes. When the user is done he may click the 
“Done” button to save. 

Software Interfaces 

The software interface the system must have are the following: 
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 The app shall communicate with the SPEAK webservice to get any and all 
information about the user and the events. 

 The app shall communicate with the HappySPEAK server to store all information 
about the neural network values and the raw data collected by the sensors, as well 
as feedback provided by the user. 

Communication Interfaces 

The communication interfaces the app must have are the following: 

 The app shall use SOAP to communicate with the Webservice because the SPEAK 
platform is only compatible with this protocol. 

 The app shall use REST to communicate with the HappySPEAK server because 
the HappyWalk server is already built with the mechanisms to support it. 

Feature Description 

In this section of the report we will present the features for the HappySPEAK System and 
give a more in-depth look on how they should work. 

Feature 1-Login 

Description 

Users must be registered in the SPEAK database to be able to see current and past events. 
The app must allow the user to insert a valid username and password to proceed to the next 
menu. 

Action and reaction 

1. The user clicks on the “login” button. 
2. The user inserts his username and password 
3. The user clicks “Submit” button 

a. If the username/password is correct, it goes to the Event List menu. 
b. If the username/password is incorrect, an error message should be shown. 

Functional Requirement 
 

Requirement ID 
 

Description 

1 If the username or password do not exist on the server, the user 
cannot proceed to the next menu. 

2 If the username or password are not valid, a message must appear 
to inform the user. 

3 If there is no connection to the Internet a message must appear to 
inform the user. 

Table 2-HappySPEAK Login Functional Requirements 

Feature 2-Register 

Description 

If the user is not currently registered in SPEAK, he must be able to do so from his 
smartphone. 

Action and reaction 

1. User clicks the “Registration” button. 
2. User inserts a username, password, confirmation password and e-mail. 
3. User clicks “Submit” button. 
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a. If the email/username are already taken, an error message should be 
presented. 

Functional Requirements 

Requirement ID Description 

4 If the username inserted is already in use, the user cannot be 
registered. 

5 If the email inserted is already in use, the user cannot be 
registered. 

Table 3-HappySPEAK Registration Functional Requirements 

Feature 3-See SPEAK Social platforms 

Description 

Takes the user to Facebook, Youtube and Twitter pages created for SPEAK. 

Action and reaction 

1. User clicks Facebook, Youtube or Twitter icons. 
2. The app opens the browser with the right link. 

Functional Requirement 

There are no function requirements for this feature. 

Feature 4-See SPEAK Events 

Description 

The user can check a list of SPEAK events that will or have occured. 

Action and reaction 

1. User Logs in the system. 
2. The user is presented with a list of events. 

Functional Requirement 

Requirement ID Description 

6 Events must be separated by Cities. 

7 If a city does not have any events, the text “No events for this 
city yet” must be displayed. 

8 If no one is going to that event the text “Who is Going?” must 
disappear. 

9 The description section must only present 50 letters at most. 
Table 4-HappySPEAK See Events Functional Requirements 

Feature 5-See Event detail 

Description 

This feature allows the user to learn more about the event, such as where it is located, how 
to get there, time and date, who is going and who organized it. It also allows users to 
subscribe/unsubscribe to this event. 

Action and reaction 

1. The user clicks a specific event of the list. 
2. The user is presented with the event information. 
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Functional Requirement 

Requirement ID Description 

10 The subscription status of the user must be known to present the 
status of the “Subscribe” button. If the user is not subscribed the 
button is green; if he is, it must be gray. 

Table 5-HappySPEAK See Event Details Functional Requirements 

Feature 6-Subscribe to SPEAK Events 

Description 

Allows the user to say that he is going to that particular event. 

Action and reaction 

1. The user clicks the subscribe button. 
2. The user is presented with a success/failure message. 

Functional Requirement 

Requirement ID Description 

11 The button only changes color if the operation is successful in the 
SPEAK webservice. 

12 If the subscription request is successful, the button must change 
its color to gray. 

Table 6-HappySPEAK Event Subscription Functional Requirements 

Feature 8-Unsubscribe to SPEAK Events 

Description 

If the user no longer wishes to attend the event he can unsubscribe from it. 

Action and reaction 

1. The user clicks the unsubscribe button. 
2. The user is presented with a success/failure message. 

Functional Requirement 

Requirement ID Description 

13 The button only changes style if the operation is successful in the 
SPEAK webservice. 

14 If the subscription request is successful, the button must change 
its color to green. 

Table 7-HappySPEAK Event Unsubscription Functional Requirements 

Feature 9-Collect user data 

Description 

The system will collect data from the call/message logs to infer isolation. 

Action and reaction 

1. The system triggers a data collection event. 
2. The data is collected. 
3. Neural network infers if the user is isolated. 
4. If he is, SPEAK events are suggested to him. 
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Functional Requirement 

Requirement ID Description 

15 The sensors must only be triggered every 30 minutes. 

16 The data must be normalized before being sent to the neural 
network: 

 Divide number of received calls by number of calls 
made. 

 Divide number of received SMS by number of 
messages sent. 

Table 8-HappySPEAK Collect Data Functional Requirements 

Feature 10-User Feedback 

Description 

When the system asks the user how lonely he feels, the feedback values are used to train 
the network and sent to the server if possible. 

Action and reaction 

1. The system asks the user for feedback. 
2. The user responds. 
3. The network is trained and the data is sent to the server. 

Functional Requirement 

Requirement ID Description 

17 The amount of times the app asks for feedback must be smaller 
the longer the user uses the app. 

Table 9-HappySPEAK User Feedback Functional Requirements 

Feature 11-Give suggestion 

Description 

If the system detects isolation, it shall present the user with a message showing him SPEAK 
events and places he can go to. 

Action and reaction 

1. The system detects the user feels lonely. 
2. The system shows him SPEAK events and places to visit. 

Non-Functional Requirements 

Performance 

As we discussed earlier, performance is a big problem in some devices, so the following 
guidelines must be taken into consideration: 

1. Blocking operations such as requests sent to the server must be done on threads 
and not on the UI Thread of the app. 

2. The Event list must use the ViewHolder pattern to save memory. 
3. Bitmaps must be released as soon as they are not needed. 

Usability 

As requested by Hugo, the User Interface must: 
1. Provide a uniform look and feel between all activities. 
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2. Activities must use a toolbar to display global operations available. 
Accessibility 

Since the user base for this app is made of many cultural backgrounds and languages: 
1. The system must provide multi language support. 
2. The system must support right-to-left text (for Middle Eastern people). 

Privacy 

In the HappySPEAK server all users must be identified by a randomly generated UUID, 
so that no personal data is usable if the system is compromised. This UUID will be associated to 
a user until he wipes the app data or changes to a new smartphone. The generated UUID must 
be stored in the smartphone’s private space so that the information is not available to other apps. 

3.2.2- WeDoCare 

In this section we will expose the requirements we had to take into account while 
developing the WeDoCare app. 

Context 

WeDoCare is a system built upon the Happy System that aims to prevent violent attacks 
on refugees. It takes advantage of the mechanisms built in HappyWalk for detecting human 
emotion and applies it to this kind of situations, trying to help people by warning nearby 
policemen and common citizens that someone is in danger. 

The app periodically collects data and uses it to check if the user is in a danger situation. 
The data comes from three sensors: the accelerometer, GPS and microphone, and is able to work 
with Wi-Fi, mobile networks and Wi-Fi beacons. 

Product Scope 

According to the United Nations High Commissioner for Refugees(UNHCR) web site 
there were 19.5 million refugees at the end of 2014, 14.4 of which were under the mandate of 
UNHCR. Most of the time these were from developing countries and tried to find shelter within 
the borders of their countries or neighboring countries. [9] 

At least half of these refugees are adult women and children. Having to live without the 
protection of their local government, friends and traditional family structures, they often 
encounter situations when they are very vulnerable. [10] 

To extend UNHCR’s work, we have developed this app to help automating attack 
identification and notify nearby people/law enforcers to stop them as soon as possible. 

Stakeholders 

Stakeholders are the people that interact with the app in a direct and indirect way. For this 
app we defined the following stakeholders: 

Stakeholders Who are they What do they do? 

WeDoCare 
development 
team 

Jorge Sá Silva 
David Nunes 
Ricardo Barbosa 
Ashley Figueira 
André Reis 

Jorge and David are the project mentors.  
David also implemented the attack 

classification module. 
Ashley and André Worked on the server-side 

of the app. 
Ricardo implemented the notification 

system. 

UNHCR United Nations 
Division that deals with 
refugee situations. 

Organization that will give us the 
opportunity to test the app on the field and will 
help us define the requirements needed for this 
system. 
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WeDoCare 
Users 

Mostly people 
who were forced out of 
the place they lived in 
and are currently living 
in refugee camps. 

People in refugee camps that want to have 
extra security. 

Table 10-WeDoCare Stakeholders 

Product Features 

For this app we have identified the following features: 

 Attack identification. 

 User Registration 

 Show heat maps that represent danger zones. 

 Alert authorities 

 Alert nearby people 

User Profiling 

The target users of this app are people in refugee camps or on their way to Europe who 
are vulnerable to violent attacks. 

Operation Environment 

The app will be developed for the Android Operating system and must be compatible with 
versions 2.2 to 5.1.1. Compatibility with version 6.0 of Android is limited, due to new way it 
handles permissions like using location, etc. It must also take into account the instability of 
Internet connectivity, due to refugees being constantly moving from one place to another. The 
smartphone must also be equipped with the necessary sensors to be able to work properly. 

These restrictions were taken into account during the development of the app. 

Design and Implementation Restrictions 

The programming language is restricted to Java and the app must implement the necessary 
mechanisms to switch between different data connections when necessary (Mobile networks if 
Wi-FI is not available)). 

Like the HappySPEAK app, it must also take into account that users may not have the 
required Google Play Services version and implement the mechanisms to ensure that the app 
runs without errors. 

Dependencies 

Like the HappySpeak app, the features currently assigned to this project can change at any 
moment. During the weekly group meetings, it can be decided to add, remove or refine features 
to this app. 

Another dependency is the use of the Google Play Services library. At this time this library 
is in version 8.6 and the minimum version number required for the app to work correctly is 6.5. 
Users can choose to not upgrade their Google Play Services so mechanisms must be developed 
to allow the app to function normally if their current version is not in this spectrum. 

User Interfaces 

Because user interaction is very limited, only two screens were deemed necessary: 
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Figure 22-WeDoCare User Environment Design 

User Interfaces 

For this we did not need to define user interfaces, only adapt existing ones: 

 The login screen was modified from the HappySPEAK login screen 

 The map screen was modified from the HappyWalk map screen. 

Software Interfaces 

Here are the software interfaces the system must have: 

 The app shall communicate with the WeDoCare server to store the user’s current 
position and to receive danger zone locations. 

The following image illustrates the app’s working flow: 

 
Figure 23-WeDoCare User perspective 

Communication Interfaces 

The app will use REST to communicate with the WeDoCare server. 
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Feature Description 

In this section of the report we will present the features for the WeDoCare system and 
give a more in-depth look on how they should work. 

Feature 1-User Registration 

Description 

Users are required to insert a username and their phone number to register in the system. 

Action and reaction 

1. The user inserts the username and phone number. 
2. The user clicks the “submit” button. 
3. The user is presented with a map with heat maps. 

Feature 2-Show danger zones.  

Description 

When users register, the app must redirect them to a map that displays danger zones 
around them. 

Action and reaction 

1. The user submits its data. 
2. The app is redirected to the map activity. 
3. The user is presented with a map showing the map with heat maps. 

Feature 2-Attack detection 

Description 

When an attack is detected, a message must be sent to the server and redirected to the 
people around the user. 

Action and reaction 

1. An attack is detected. 
2. The app sends a message to the server with the position of the user. 
3. The app sends a distress signal to the people around the user via Wi-FI beacon, 

Bluetooth, etc. 

Non-Functional Requirements 

Performance 

The app shall only use the sensors every 2 minutes to conserve battery. 

Reliability 

The app must have: efficient attack detection and reliable communication (use Wi-FI and 
cellular network) 
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Chapter 4 

Development 
In this chapter of the report we will discuss how we implemented the HappySPEAK and 

WeDoCare systems, justifying the choices made. The apps developed are prototypes and still 
require testing before being deemed good enough to be in production. 

4.1- HappySPEAK 

4.1.1-Task Assignment 
For the first semester, work was divided between Ashley and Ricardo to maximize 

development speed. 
Ashley was responsible for researching papers about emotion inference, so that we could 

know what sensors to use for the neural network input, and also did most of the work on 
modifying the HappyWalk server, seeing as he had previous experience with the Hibernate 
framework. 

Ricardo was responsible for most of the Android development part, helping Ashley 
integrating his work in the Android app and testing the app, server and webservice. 

In the second semester Ricardo was in charge of setting up battery and ANN accuracy 
tests. To do this, changes were required in both the Android app and HappySPEAK server, such 
as logging battery consumption. 

4.1.2-Android app 

As discussed before, we started this project by expanding the HappyWalk code. In order 
to separate the SPEAK part of the project from the rest of the code, a new package was created 
to contain all the HappySPEAK user interfaces, webservice requests, and information collection. 

User Interfaces 

The Android architecture allows developers to have a sort of MVC by default. The User 
interface is built using a drag-and-drop tool which translates the User interface elements as XML. 

The User Interface logic is declared in a class that extends the Activity class. 
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Information Screen 

This is the first screen of the app. It informs the 
user about what its goals are and who are the entities 
involved in the project. 

 

To proceed, all the user has to do is click the 
bottom button to get to the login screen. 

 

The corresponding files are: 

 
 
This activity is used to start up the app’s Service 

class which we will talk about further in the report. 
 
 
 
 
 
 
 
 
 
 

Login Screen 

 
This activity allows the user to login, register or 

see SPEAK’s social network websites. 
 
The Files used by this activity are: 

 
 

Due to the limited functionality of the login and 
register features, it was not deemed necessary to build 
standalone activities for them. Instead we used dialog 
boxes (pop-up boxes) as we can see in the images below: 

XML Class 

Activity_main Main_Activity 

Table 11- Information Screen Resources 

XML Class 

Activity_login LoginActivity 

Dialog_ login DialogLogin 

Dialog_register DialogRegister 

Table 12-Login Screen Resources 

Figure 24-HappySPEAK Information 
Screen 

Figure 25-HappySPEAK Login Screen 
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Figure 26-Happy SPEAK Login/Register Dialogs 

The Login Dialog allows the user access to his account and is necessary to see SPEAK 
events. The Register Dialog allows the user to create a new SPEAK account. 

 

Event List Screen 

This activity allows the user to see all future and 
past events for a specific city. If the user changes the city 
using the widget in the toolbar, the list will refresh and 
display only the events of that city. 

 
To be able to display a custom list like this we had 

to create a custom ListAdapter. ListAdapters are used to 
draw and organize List Entries, but, to achieve a layout 
similar to the website, a custom one had to be created 
using the following resources: 
 
 
 
 
 
 
 

XML Activity 

Activity_show_events EventsActivity 

Table 13-Event Screen Resources 

Figure 27-HappySPEAK Event List 
Screen 
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Resource Description 

Listitem_event Xml file that defines the list entry layout 

CustomListAdapter Class that defines how the list item is drawn and fills the fields 
with the event information 

Table 14-Custom adapter resources 

 Event Detail Screen 

This activity allows the user to see more 
information about the event, such as its location on a map, 
who organized it, a more extensive description and the 
ability to subscribe/unsubscribe to the event. 

 
Traditionally, to display a place on a Google Map 

we require its latitude and longitude. Unfortunately, no 
such information existed in the SPEAK Database. By 
using geocoding, we were able to use the events address 
to get its geographical coordinates. Android already 
possesses the necessary mechanisms to do this, by 
communicating with Google servers. 

 
 
 
 

Webservice Client 

After the SPEAK webservice was created we checked the wsdl file to get the information 
need to access the SOAP methods: 

 SoapAction 

 MethodName 

 Webservice Address 

 Namespace 
And created the following SOAP requests: 

Class Name Description 

GetDelegations Get all the existing cities 

GetEventsbyDelegation Get all events corresponding to a city 

GetOrganizers Gets the organizers of a specific event 

GetWhoGoing Gets the ids of the people that are going to a 
specific event. 

XML Activity 

Activity_event_detail EventDetailActivity 

Table 15-Event Details Screen Resources 

Figure 28-HappySPEAK Event Details 
Screen 
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LoginTasker Sends the user’s credentials and waits for 
confirmation. 

RegisterTasker Tries to register a user. 

SubAndUnsebTask Tries to subscribe/Unsubscribe to an event. 

GetClassAttenadance Gets information about how many SPEAK classes 
the user has attended/missed. 

Table 16-HappySPEAK Android Request 

HappySPEAK Service 

An Android Service is a component that can perform 
long-running operations in the background. They are usually 
used to perform operations that do not require any user 
interaction. Services also run in a higher priority than inactive 
activities so it is less likely that the OS terminates them. 

We used this component to collect the sensor data from 
time to time and send it to the HappySPEAK server. Basically 
what it did was schedule a data collection task that, when 
finished, send the data to the server (if possible). 

This Service was also used to launch an Activity that 
asks the user for feedback on how they are feeling: 

In order to avoid influencing the user in giving results 
that don’t reflect reality, we only show what the neural 
network inferred after the user has submitted his feedback. 

Neural Network 

The neural net that is currently implemented is a 
Feedforward neural network with a sigmoid function. 

After the data is collected it undergoes the following 
transformations: 

The number of calls/messages that were made/received are used to calculate a ratio to see 
if the user sends more messages than he receives. 

If the network detects that the user feels lonely, it triggers the map activity which displays 
suggestions of SPEAK events occurring soon and places that can help him meet new people. 
These suggestions will help the users to socialize; thus, reducing his isolation. 

4.1.3- WebService 

This webservice was created using the OutSystems platform. Originally we planned on 
using a REST webservice but unfortunately at the time, the platform’s version did not support 
such kind of webservice, only SOAP. 

Since Android does not support SOAP natively, we had to use a library to send/receive 
requests from the webservice. We ended up using Ksoap2, a mature and much recommended 
library used by many Android developers. 

Before building the webservice we knew the types of information needed: 

 User. 

 Event City. 

 Event Information. 

Figure 29-HappySPEAK User 
Feedback Menu 
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 Event Participants. 
And so the following webservice methods were created: 

Method Name Description 

GetDelegations A Delegation represents a city. This method returns all 
the delegation names and Id’s. 

GetEventsByDelegationID Gets events for only that city. Returns an array with 
all of the event information. 

GetOrganizer Gets who the organizer(s) is for a particular event 
and returns the username. 

GetWhosGoing Gets the ids of who is going and returns them. These 
ids’ will be used to get their SPEAK/Facebook photos. 

Login Checks if the user exists in the SPEAK database. It 
receives the username and password and returns a Boolean 
confirming the user identity. 

RegisterUser Receives the Name, Email and password of the new 
user and checks if he exists or not. It returns a Boolean to 
confirm if the user was created or not. 

SusbcribeAndUnsubscribe Receives the user Id and Event Id and checks his 
subscription status. If no subscription exists he gets 
subscribed. If he is already subscribed, then he gets 
unsubscribed. 

GetClassAttendance Receives the user Id and retrieves how many 
SPEAK classes he attended or missed. 

Table 17-HappySPEAK Webservice methods 

4.1.4-HappySPEAK Server 

The HappySPEAK server is built upon the HappyWalk Server with the following changes: 

 Added new database tables to store new information. The resulting database is 
represented by figure 30: 
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Figure 30- HappySPEAK Database Diagram 

 We created container classes so Hibernate could transform Java objects into 
database records. These classes correspond to the neural network inputs, motion 
information and social data. 

 New REST methods were created to accommodate incoming requests populated 
with this new type of information. 

Table Description 

Neuralnetworkinputs Contains the inputs used on the neural network. 

motioninfo Contains the information collected by the accelerometer. 

Socialinfo Contains the information collected from the call and message 
logs. 

Timestamps Links all of the data tables by grouping their timestamps. 

userdata Contains the user ID and location of his home. 
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languages Contains the user language and links the user to the point of 
interest table 

Table 18-Database Tables Description 

4.1.5-HappySPEAK Test Setup 

This sub-chapter describes part of the work done on the second semester. This includes 
how the tests were setup and how we collected the results.  

The tests were developed to answer two questions: 

 Is the app battery intensive? 

 Is the ANN accurate? 
To do this, two tests suites were created: performance tests and ANN accuracy tests. In 

order to analyze battery consumption, we were required to add some extra classes to the android 
and server. To get performance statistics we created a new request: 

Fields Description 

Timestamp Time the feedback request started. 

Battery_level_before Battery level before the feedback request began. 

Battery_level_after Battery level after the feedback request finished. 

CPU_level Average CPU usage for the feedback request. 

beta Feedback request frequency. 
Table 19-Performance request description 

The CPU_level field was meant to represent CPU usage by the feedback requests. 
However, Android does not possess native methods that allow us to get this result. In order to 
get these metrics, we required a set of classes that would access Linux-specific files and monitor 
the process in which the app was running on. This turned out to be very unreliable, because the 
results obtained with this method differed greatly from the one being showed by Android 
Studio’s CPU Monitor. Due to this factor, we decide to analyze CPU usage by analyzing the CPU 
Monitor. 

 For the ANN accuracy tests we already had built the necessary methods to send and save 
information in the server. 

The results we obtained from these tests are described and analyzed in chapter 5. 

4.2- WeDoCare 

4.2.1-Task Assignment 

For this project we had to divide the tasks among more people because of a tight deadline. 
We were given two weeks to build a working prototype in order to showcase it to an UNHCR 
representative. 

David was tasked with building the attack classification module, Ashley and André 
developed the server and Ricardo changed some Android Code, namely the notification system, 
user interfaces and activity flow. In the next section, we will only specify the work done on the 
Android part of the project. 

4.2.2-Android app 

User Interfaces 
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Login Screen 

 
 
 
As stated before, the login menu was an adapted version of 

the HappySPEAK login menu. All that was changed was the logo 
and some of the text  

 
 
 
 
 
 
 
 
 
 
 
 
 

Map Screen 

The map screen is the same as the one in HappySPEAK. A 
red marker represents the current location of the user and the 
other one represent ongoing attacks in the vicinity. The map 
contains four buttons. (described from the top left to bottom 
right): 

 Refresh button: refreshes the Points of Interest in the 
map. 

 Toggle Danger Zones: Shows or hides danger zone heat 
maps. 

 Activate Communications: Activates the hardware 
required to communicate with other devices. 

 Emergency button: Notifies all people around the user 
about the attack. 

 Add POI- Adds a point of interest to the map. 
 

 
 
 

WeDoCare Service 

The WeDoCare service runs a thread every two minutes and collects data from the 
accelerometer, GPS and microphone. After, it collects the data and parses it, sends the results to 
the attack classification module, where it decides if the user is in a dangerous situation or not. 

Attack classification 

The attack classifier for the WeDoCare app takes as input data from the microphone and 
accelerometer. Before being used as input, the data has to undergo some processing. 

The sound waves captured by the microphone are averaged and the data from the 
accelerometer undergoes a Fast Fourier Transformation. 

Figure 31-WeDoCare Login 
Screen 

Figure 32-WeDoCare 
Map Screen 
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If these values are above a certain threshold, an alarm is sent to the server. 

 
Figure 33-WeDoCare attack classification 

We present below a simplified diagram of how the WeDoCare system works: 

 
Figure 34-WeDoCare app behavior 

During the development of this app, a short video was made by Ashley and André to 
expose what WeDoCare is capable of. This video is available at: 

https://www.youtube.com/watch?v=x7bucCdWoGQ 
 As stated before, all the work described in this sub-chapter was developed in the first 

semester. In the second semester, all responsibilities on this project were shifted to Ashley, who 
built upon this working prototype and improved UI, attack classification, device connections and 
more 

.

https://www.youtube.com/watch?v=x7bucCdWoGQ
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Chapter 5 

Tests and Results 
 This chapter reflects all the work done in the second semester. 
Every new generation of smartphones comes with more powerful processing capabilities, 

added functionalities and new Operating Systems. Usually, a trade-off of this evolution is the 
bigger power consumption. As a result, it is important to manage the apps background 
processing correctly in order to improve battery lifetime.  

There is a delicate balance between battery lifetime and the amount of feedback requests 
presented to the user; if we ask the user for feedback in a short time interval, the ANN will 
increase its accuracy faster, but it will also drain the device’s battery at a higher rate. On another 
hand, if we ask the user for feedback too often he can get annoyed and may start giving inaccurate 
feedback. 

In order to analyze these restrictions several tests were designed for HappyWalk and 
HappySPEAK. We decided to start out testing with the HappyWalk app because it is a more 
“mature” app with a lower probability of having undiscovered bugs. These tests were divided in 
two categories: Battery Life tests and Neural Network Accuracy tests. 

Battery Life tests monitor how the battery life progresses over time and the percentage of 
CPU used by the app when a new feedback request is launched. Neural Network Accuracy tests 
were meant to see how the neural network accuracy progressed over time.  

5.1-Battery Life Tests 
The testing device we used was a Huawei ascend Y 201 Pro, which comes with a Cortex 

A-5 single core Processor (clocking at 800 MHz) with Android 4.0.3. Its approximate battery life 
is approximately 130 hours in full standby mode. We will be using this value as a reference 
throughout the analysis of our performance test results. It is important to note that, for this test 
suite, we stopped all background services and apps to ensure that the app being tested and 
Google Play Services were the only elements running in the smartphone.  

The operational environment of the tests was also taken into account: all the performance 
tests were executed in the same place and using the same WI-FI access point, to avoid outliers 
in the results due to inconsistent Wi-Fi and GPS connections. 

A feedback request consists of three steps: data collection, user feedback and network 
training. Data collection consists of getting the data from the sensors described in the previous 
section and inferring the user’s mood. After that, a notification appears asking the user for 
feedback. HappyWalk’s feedback menu is a chart with two axis: the horizontal axis represents 
calmness and anxiety and the vertical axes represent euphoria and boredom (recall Figure 9-
HappyWalk Feedback Request[7]). HappySPEAK’s feedback menu has a slider that goes from 0 to 
100. We considered 0 to 49 as the user feeling good, and 50-100 as the user feeling isolated. (recall 
Figure 29-HappySPEAK User Feedback Menu) 

To measure battery consumption, we created two test types: one used GPS and Wi-Fi to 
discover the users’ location and the other only used Wi-FI. We also considered four different 
time intervals to request user feedback: every one, two, three and four hours. From now on, we 
will refer to this time interval as β. 

Instead of doing the tests manually, we added some code to automate this particular test 
suite: when a feedback request is received, the screen turns on, random values picked as feedback 
and the submit button is clicked automatically. Methods were also added to retrieve the current 
level of the battery before and after the feedback request and send it to a server for statistical 
analysis. 
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Some complications arose in this part of the internship; the usage of GPS maintains a wake 
lock (a wake lock prevents the smartphone from entering a sleep state) on the smartphone’s CPU 
in order to receive location updates. Wi-Fi location does not use this mechanism, and as such, 
the smartphone would enter a “sleep” state and never do the tasks required for power 
consumption analysis in the required time interval. 

These complications were unknown to us at the time, and due to the nature of these tests, 
the debugging process was very slow. For each value of β we were required to wait long periods 
of time to check if the app would “wake up” and launch the feedback request. This debugging 
process continued for several weeks until the problem was identified and fixed. 

This problem was solved by using a partial wake lock on the service, keeping the CPU 
awake so that the service could wake up when it should and collect data about the battery. A 
trade-off of this was a larger power consumption. 

Unsatisfied with this trade-off, we decided to experiment with an Android mechanism 
called “Alarm Manager”. This mechanism allows an app to run a block of code at a future time, 
even if the process that launched it is not active. This mechanism also uses a wake lock but only 
while it executes the registered block of code, releasing it as soon as the task is finished. This 
proved to be an excellent strategy, as it increased battery life by a large amount. 

5.2-Neural Network Accuracy Tests 
The neural network accuracy tests were designed to analyze the accuracy of the ANN over 

time. To do this, the apps were distributed to a group of people who used them to over a period 
of time. The HappyWalk app was distributed inside our research group, and the HappySPEAK 
app was distributed to a control group of 10 people. 

These tests allowed us to evaluate how the ANN behaves over time and check how its 
accuracy progresses. The operational environment was different for every user, due to the 
enormous variety of Android devices available. 

5.3-HappyWalk Test Results 
In this section of the report we will present and describe the various results of the two test 

suites we executed for the HappyWalk app. 

5.3.1- HappyWalk Performance Test Results 

The tests in this section include two tests using GPS and/or Wi-Fi, and another with a 
mechanism called Alarm Manager, which we will discuss later. 

For the first test, we used GPS and Wi-Fi for location discovery. We expected a high 
battery consumption, as GPS usage in mobile devices has a very large impact on battery life. 

The results of the Performance test suite, shown in Figure 35, have a very approximate 
battery decay pattern for all β values, indicating that the user feedback process itself is not battery 
intensive, but using GPS and WI-FI at the same time for location discovery is, shortening battery 
life by 90%. 
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Figure 35-HappyWalk energy consumption with GPS+Wi-fi 

To validate this hypothesis, an extra test was created with a β of 0.08 (equivalent to 5 
minutes). The results validate the hypothesis, showing a very similar decay pattern. These results 
tell us that the frequency of feedback requests are not relevant to improve the smartphone’s 
battery life, but the correct usage of GPS/WI-FI for location discovery is. This is further 
validated by the results of the second test suite: 

 
Figure 36-HappyWalk Energy Consumption with Wi-Fi 

As shown in Figure 36, using only WI-FI to discover the user’s location, battery live is 
decreased to 72.3% and for all the tests, battery decay follows approximately the same pattern.  

After collecting and analyzing these results we can conclude that that β does not have a big 
impact on the battery lifetime of the smartphone. However, the power consumption used by the 
app was still unsatisfactory, due to the use of a wake lock. 

To overcome this problem, we decided to use a mechanism called Alarm Manager. This 
class allowed the app to schedule a task and run it after a certain period of time, and helped 
improve battery life by launching at a designated interval. All of the task scheduling and launch 
are handled by the OS. Using this mechanism, we were able to have feedback request without 
the use of a persistent wake lock. 

After we finished implementing this new strategy, we repeated the test (using only Wi-Fi) 
and got the following results: 
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Figure 37-HappyWalk battery usage with Alarm Manager 

 As we can see there is a massive improvement on the devices’ battery compared to the 
previous test, decreasing it only by 31.5%. 

 Seen as we have already established that that β does not have a significant impact on the 
battery life of the smartphone, we only executed one test for β =1. 

 In addition to the battery life tests we also ran several performance tests to check the 
CPU usage for different types of ANN configuration. These networks only differ from each 
other in the number of hidden layers and neurons. The different configuration tested were: 

Network 
id 

Number 
of 

inputs 

Number of 
Neurons in 

Hidden Layer 
#1 

Number of 
Neurons in 

Hidden Layer 
#2 

Number of 
Neurons in 

Hidden Layer #3 

Number of 
Outputs 

#1 4 3 2 None 2 

#2 4 5 5 None 2 

#3 4 5 5 5 2 
Table 20- Tested network configurations 

To get the CPU percentage used for each stage of a feedback request, we used timestamps 
to get the time each task took to execute. These times where then compared against the CPU 
monitoring tool available in Android Studio. It is important to note that the results we are about 
to present were all collected using the same smartphone as the battery life tests. Due to the 
enormous amounts of Android devices that exist results will vary depending on the hardware. 

The several stages of a feedback request we considered were: 

 UI Building- An User Interface of the app is being built. 

 Data collection- Sensors are obtaining data and normalizing it. 

 Emotion Inference- ANN is inferring an emotion with the new data collected by 
the sensors. 

 ANN training: ANN is trained with the feedback provided by the user. 
After the tests we obtained the following results: 
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Figure 38-CPU usage for ANN #1 

 As we can see, most of the CPU allocation is used to build and draw the User Interface. 
The ANN uses about 20% to infer a new emotion from the collected data. 

 
Figure 39-CPU usage for ANN #2 

 Results for this network configuration are very similar to the last one, with the exception 
of the Emotion Inference. Adding additional neurons to the second hidden layer appears to use 
approximately 30% of the CPU, 10% more than the last configuration. 
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Figure 40-CPU usage for ANN #3 

 By adding another layer to the network, with 5 neurons, CPU usage drops down to 20% 
again. This tells us that the result obtained for configuration #2 is probably an outlier, because 
increasing the complexity of the network should also increase CPU usage. From this we can 
conclude that an increase of neurons for this system is not relevant in terms of CPU usage. This 
means we can focus on finding a network configuration that provides the best accuracy while 
simultaneously avoiding overfitting. 

5.3.2-HappyWalk ANN accuracy Tests 

The accuracy of our ANN is an important part of this project. To evaluate its evolution, 
we installed HappyWalk in the smartphones of several tests subjects, with different values of β, 
and asked them to use HappyWalk during a period of at least one day for each β value. 

Each time the user provides feedback, the neural network is trained and the values of the 
feedback and the inferred result provided by the ANN are sent to and saved on a remote server.  

This allowed us to calculate the accuracy of our artificial neural networks for different 
frequencies of feedback requests. 

After the user gives his feedback, both the yellow and green circles(recall Figure 12) 
coordinates are converted into two values, one for each axis. We shall refer to these values as: 

 oY and oX for the values inferred by the ANN. 

 fY and fX for the feedback values provided by the user. 
These values are then used to calculate the Euclidean distance between two points using 

the following formula: 

Accuracy=√(𝑜𝑌 − 𝑓𝑌)2 + (𝑜𝑋 − 𝑓𝑋)2 
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Figure 41-HappyWalk accuracy over time 

Figure 41 represents the results for 24 hours of usage for two subjects. We can observe 
that the accuracy varies greatly along this time interval ranging from 20% to almost 100%. This 
is expected in the beginning, as the network is still in training. With these results we calculated 
the trend lines for the accuracy progression of both subjects. This can give us a better 
comprehension on how the accuracy evolved over time. 

 
Figure 42-HappyWalk accuracy Trend Lines 

The evolution of accuracy seems to be opposite between the two subjects. This difference 
can be explained by the fact that every person’s personality and emotional states differ greatly, 
and that the network requires more time/data to learn how to correctly classify the four different 
emotions in our spectrum. 

To confirm this hypothesis, we organized the feedback given by the two subjects in a 
scatter chart, so we could have a visual representation, and put this hypothesis to the test: 
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Figure 43-HappyWalk user feedback scatter chart 

As we can see each subject tends to give feedback in a specific region, which makes it 
harder for the ANN to correctly infer a new emotion. The only way to overcome this problem 
is waiting for the user to experience all emotions in our spectrum and give the appropriate 
feedback. This may take weeks, if not more, depending on the lifestyle of the user. Due to limited 
time, this issue has to be analyzed at another time. 

5.4-HappySPEAK Test Results 
In this section we will present all tests related to the HappySPEAK system. This includes 

our battery and accuracy tests, which are very similar to the ones executed to the HappyWalk 
system. These tests were conducted under the same restrictions as the previous ones. 

5.4.1- HappySPEAK Battery Test Results 

After we finished the battery tests for the HappyWalk app, we executed similar ones for 
HappySPEAK. These came with a few changes, namely the use of Alarm Manager to increase 
battery life. These changes were applied due to the results of the HappyWalk performance tests; 
HappySPEAK’s background processing architecture was heavily based on HappyWalk’s, and 
after we discovered that Alarm Manager was more power efficient we applied it to this app as 
well. 

The inputs of the ANN were also changed; the ANN no longer uses the location of the 
user as an input, extending the overall battery life as a result. 

We also decreased the number of tests for this particular test suite. As we discussed earlier 
the value of β does not affect the overall battery life, but the correct management of sensor does. 
Seen as this app does not use any sensors to detect if the user feels lonely, we only executed one 
test for β =1. The results are presented in Figure 44: 
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Figure 44-HappySPEAK battery life with Alarm Manager 

The app was able to run for 127 hours, responding with automated feedback requests every 
hour. This is a very good result, seeing as the idle battery life of the phone is 130 hours, the 
battery percentage used is only 2,3%. This is a direct consequence of not using any sensors, and 
using only data retrieved from messaging and call logs. 

5.4.2- HappySPEAK Accuracy Test Results 

To analyze the accuracy of the developed ANN we distributed the app by 10 people over 
the period of one week. Feedback requests would be launched every hour asking the user how 
lonely he felt. The users answered this question by using the slider in the Feedback Menu. This 
slider contains values between 0 and 100. We considered values between 51 and 100 to represent 
loneliness and any other values to represent the opposite. 

It is important to note that the users did not respond to every single feedback request; 
many of these were ignored. Also, many of the users did not have enough feedback responses to 
be considered for our results. As such we only considered users that had 10 or more feedback 
responses.  

Accuracy was calculated using the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 1 − |𝑂 − 𝐹| 
O represents the output of the ANN for a set of inputs and F represents the feedback 

provided by the user, for that same set. The results of these tests can be consulted in Figure 45: 
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Figure 45-HappySPEAK accuracy test results 

Accuracy seems to be very high for all subjects; in the next table we can see the average 
accuracy for all feedback requests: 

Subject Average Accuracy 

Subject 1 81% 

Subject 2 92% 

Subject 3 92% 

Subject 4 98% 
Table 21-HappySPEAK average user accuracy 

Even though the results are very good (the ANN shows an average 90%+ accuracy for 
most users), the results are a bit misleading. If we observe the next figure, we can see where most 
of the feedback from the users was allocated: 

 
Figure 46- HappySPEAK user feedback histogram 

The histogram above shows that almost all of the feedback requests were used to describe 
that the user does not feel lonely (between 0 and 50%).  

After analyzing these results we come to same conclusion as the HappyWalk tests: the app 
needs users to give accurate feedback about how they are feeling in the full spectrum of our 
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metrics. The only way for this to happen is for users to experience these emotions and give the 
appropriate feedback, which may take a long time. 

Due to time constrains we will have analyze this issue in the future. 
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Chapter 6 
Difficulties and Future Work 
 Most of the difficulties in the first semester where related with tight deadlines and the 

author’s inexperience with some of the technologies used, namely Hibernate and PostgreSQL. 
These difficulties were surpassed by studying these tools, experimenting with several examples 
found online, and consulting with the supervisors. 

 By the end of the first semester, the apps were almost ready to be in production with just 
some minor bugs to fix and some small testing still required. 

 In the second semester we were able to fix most of those bugs and focus on power 
efficiency and neural network accuracy. Other difficulties slowed down this process, namely the 
problem with the phone entering a “sleep” state and not launching the tasks required for data 
collection and feedback requests. The time it took us to address this problem and fix it consumed 
a lot of our time and delayed the testing phase. 

 For a more detailed view of how the work described in this report progressed over the 
year, refer to the figure below: 

 
Figure 47-Work progress over the year 

 There are still some things we could do to improve the projects developed throughout 
this semester like evaluating other types of classifiers to improve our system. There also some 
extra functionalities we could add to improve our accuracy even further: 

 Exploring other classifiers like Support Vector Machines, Deep Neural Networks, 
Decision Trees, etc. 

 Expand feature selection. Instead of using just messages and call logs, add 
information from other sources such as Social Network information and other 
messaging services. 

 Change the classes we are using for emotion classification; HappySPEAK currently 
uses a slider to get its user feedback. It is possible that the ANN would be more 
accurate if we used specific classes to train our classifier. 

 In the HappySPEAK app, we use an ANN in each user’s smartphone because we 
are operating under the premise that each person is different emotionally and 
psychologically. The WeDoCare app manly monitors the user’s environment, and 
as such, it would be interesting to crowdsource data from all users and tune all 
ANN’s with it. 
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 Apply Speech and Text recognition algorithms to the HappySPEAK app. When 
the user makes or receives a call we could analyze his speech to infer his emotional 
state. We could also search for keywords in the content of text messages and use 
them as another source of information. 
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Chapter 7 

Conclusions 
 After two semesters working on these systems, much was learned about how to correctly 

classify human emotional states in an accurate and power efficient way. 
 The results obtained by our tests also revealed that just having a lot of data of a user is not 

enough to accurately classify emotions; it is also necessary that the user experiences all the 
emotions in our spectrum in order to teach the ANN how to infer correctly. 

Much has been learned throughout this year; mechanisms like Alarm Manager have proved 
to be very useful to extend battery life, and experimenting with machine learning concepts has 
given the author a new perspective on the field. 

The first contact with technologies like PostgreSQL and Hibernate also proved to be 
challenging but the difficulties encountered and the way we surpassed them have contributed to 
the growth of the author’s critical thinking and software planning. 

Even though the problems we experienced in the second semester delayed the testing 
phase of our projects, we were still able to successfully execute our test suites and extract the 
desired results. 

In the end, the objectives planned for this internship were accomplished with the two 
prototypes we built showing great promise; the testing results show that they are power efficient 
and the accuracy is quite high. 
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